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Abstract 
This report explores the attempt to discover a deeper understanding into the 

consistency behind facial recognition systems. The focus is to provide enlightenment 

into how they operate within the boundaries of today’s devices. An attempt to transfer 

the accumulated knowledge to solve an identified real-world issue will also be studied. 

Specifically, an in-depth investigation will be carried out to examine how educational 

institutions can benefit from employing such systems.  

A review of expert literature will be performed to expose any scenario in which this 

type of technology has been applied previously. This will then allow for a comparison 

to be made by analysing the different architectures to recognise the optimum solution 

to be applied within an educational environment. This research could potentially be 

used to better the existing solutions as well as expanding the horizons of using facial 

recognition in different settings. 

The depiction into how the facial recognition technology performs will be illustrated 

through the medium of a Raspberry Pi Microprocessor. A prototype will be created 

containing the ability to execute various functions through the use of a Python 

interface. The focus will be on using participants to simulate a classroom environment 

that allows for effective testing of the chosen facial recognition algorithm and software 

libraries. 

Due the nature of research being conducted, ethical consideration presents a 

substantial footprint throughout the project therefore methods in which to properly 

manage it will be expressed. Data security is paramount as sensitive information will 

be stored within the prototype itself. Suitable methods will be identified to establish 

effective ways to reduce the risk of data leakages thus preventing law infringements 

or breaching data protection acts. 

Finally, a conclusion will be drawn to analyse the overall performance of the prototype 

system. A discussion will take place to determine if the research question has been 

answered in addition to if the aims and objectives have been met. Limitations will also 

be articulated along with any potential future development plans for the project. 
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Chapter 1 - Introduction 

Chapter 1.1 Project Concept and Research Problem 

The goal for many schools and universities across the country is being able to reduce 

the absenteeism of its students. (Epstein, 2010) The issue is mainly related to the 

method in which their attendance is being captured. The most traditional approach is 

using the basic technique of pen and paper however in some more technologically 

advanced institutes, ID card scanning is being utilised. Marking a student’s attendance 

is incredibly important as it provides staff an overview into their overall presence.  

Current methods such as paper-based recording is still used as the primary technique 

in most education institutions yet pose a substantial amount of disadvantages over 

other available means. The most evident would be the issue of maintaining an accurate 

representation of who’s present especially in a large classroom. Many lecturers and 

teachers circulate a single sheet of paper that requires the students to sign next to their 

name which in itself is a lengthy process and has the potential to cause a disturbance 

to an already started lesson. The probability of each student in the class marking their 

attendance successfully is low particularly in a room type such as a lecture theatre or 

auditorium. Moreover, the paper-based register that is passed around is exposed to 

damage or even has the potential of getting misplaced. (Jha, 2015) 

It seems that the issues identified above share a common theme that due to human 

interaction, traditional student attendance systems still pose a wide range of problems. 

If a system was implemented that removes the need for participation, then a better 

robust solution could be used. The ideal type of technology to investigate would be 

the use of biometrics as it utilises the body for identification. Biometrics is being 

integrated into devices such as mobile phones but has yet to be seen within an 

education institution. Compared to the visual attendance systems of ID cards and 

student signatures, biometric detection has the potential to be a much faster and 

efficient method to record attendance. (Alterman, 2003) It also requires minimal effort 

from a user’s perspective thus solving the disturbance issue during classes. (Kar, 2012) 

By combining existing technologies such as a microprocessor and facial recognition 

would allow for the construction of a unique system. Implementing a new system that 

requires nominal management and is automated will eradicate any possibility of 

producing inaccurate attendance data. The current process being used by Sheffield 



2 

Hallam University includes students manually recording their presence via a signature 

which poses many potential issues such as missing out a student or even forgery. This 

only emphasises the fact that a new system arrangement is needed. 

Though providing an automated device is pragmatic, the important concept of ethics 

needs to be examined. When enforcing any form of biometric identification, raises a 

significant amount of concerns regarding privacy especially when capturing and 

storing information about those exposed. (Alterman, 2003) The concern mostly 

revolves around the security and usage of the data as recently, there have been cases 

where large organisations have lacked ethical professionalism and breached data 

protection acts. The ethical considerations of biometrics cannot rely on the assumption 

that the data is secure therefore a discussion will be made regarding the possible ethical 

risks involved in the project. 

The underlying aim is to create a process that is capable of capturing student’s 

attendance in class. It needs to be reliable enough to supersede the current architecture 

and possess the ability to produce a full-bodied set of results that can be used to 

monitor student’s presence. It’s important to realise that this project is essentially 

building a pragmatic method into solving a research problem through the medium of 

technology rather than investigating the wider issue of generic student registration 

systems. It’s imperative to understand that the outcome of this project will solely 

consist of a prototype device therefore it cannot be emphasized enough that it will not 

be implemented in a live classroom environment. 

Chapter 1.2 Research Question and Objectives 

1.2.1 Research Question 

How to quantify a student’s attendance to produce accurate registration results? 

1.2.2 Aims and Objectives 

- Build a Raspberry Pi prototype with encompassing LCD screen and USB camera 

attachment  

S – Compact system that allows for easy demonstration. 

M – LCD screen isn’t essential but will provide a tidier deliverable. 

A – The resources are cost-effective including the software development IDE 

which is free. 

R – Essential to the projects overall success as it provides the computing 

power. 

T – Initial objective to accomplish as this will set the foundation of the project.  

 

- Implement OpenCV and Deep Learning to enable facial recognition functionality 

  S – Install the required pre-requisites to permit the use of facial recognition. 
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  M – Both are required to output the results needed. 

  A – Precise modules and packages need to be installed in the correct order to 

avoid corruption. 

  R – Essential to the projects overall success as it provides the facial detection. 

  T – Required to be completed before GUI creation. 

 

- Develop a Python GUI that allows for ease of use when operating system 

  S – Provides a simple GUI to execute CMD/terminal functions. 

  M – Enough to fully test the system. 

  A – Python knowledge needs to be applied to created adequate GUI. 

  R – Non-essential however extremely pragmatic. 

  T – Cosmetic objective therefore can be completed towards the end of project 

lifecycle. 

 

- Output a set of feasible results that could be later used for analytical purposes  

  S – Export results gathered using MySQL tools. 

  M – Simple relational database to display basic results of attendance. 

  A – Prototype local database will be implemented to avoid hosting costs. 

  R – Added practicality to the project. 

  T – Minor time to build therefore can be built towards the end. 

 

1.2.3 Deliverable 

The deliverable will be a fully functional Raspberry-Pi facial recognition system that 

has the ability to accurately simulate and display the results of a student’s university 

class attendance. 

Chapter 2 – Literature Review 

Chapter 2.1 Review 

An imperative element for the success of the education system is for the regular 

attendance of its students. This is inclusive for most higher education institutions 

however it can still be applied to lower level schools. One of the main issues today is 

getting students to attend their classes. (Epstein, 2010) This is becoming increasingly 

more frequent with university’s as being present is no longer compulsory. This is a 

complete contrast for younger students who attend nursery and high-school as it’s seen 

to be a requirement more than an option. That being said, many university’s still have 

a benchmark of attendance expected from all students in the form of a percentage. If 

this isn’t reached, then disciplinary action could occur.  

This alone is still not enough to force students to attend therefore a certain degree of 

stimulation for a student needs to be applied. Traditionally, students should naturally 

understand that maintaining a constant presence in the majority of their classes will 
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constitute to their overall grade. (Krishnan, 2015) In some scenarios, schools have 

started to use attendance points to promote the appearance of students which can then 

be used to reward or penalise them depending on how many they accumulate over a 

period of time. This method seems useful but still possess the risk of how the 

attendance is recorded. 

As discussed before, most modern systems manually record attendance either by using 

a paper-based register or scanning ID cards. This has proven to be a pragmatic 

approach as we still utilise this system today however it does contain its own set of 

issues. The most apparent drawback is that it adds an additional pressure onto the 

teacher to correctly mark the attendance of the present students which consequently 

also has the ability to disrupt the class. (Lukas, 2016) Other issues could include the 

possibility of missing out students entirely especially in a large classroom 

environment. (Krishnan, 2015) 

Even though there are multiple problems relating to the current arrangements being 

used, this project focuses more into how we can record the data more accurately. By 

creating a robust method into capturing this type of data will eliminate any previous 

or subsequent issues identified with existing techniques. There are a magnitude of 

ways to capture the attendance of pupils whether it’s using traditional methods or 

integrating technology. The most underused technique would include the 

incorporation of biometrics especially within an education institution. Biometrics such 

as facial recognition possesses the merits of both accuracy and low intrusion which 

would make it a perfect solution to replace current data collection methods. (Kar, 

2012) 

However, implementing this type of technology within any type of setting will raise a 

substantial amount of questions involving ethics. Having the ability to scan a student’s 

face without consent or their awareness presents a range of issues regarding their own 

personal privacy. It may also lead to students questioning the usage of their personal 

data. Especially in recent times, we have seen multiple large organisations such as 

Facebook undergo scrutiny and investigation into how its user’s data is managed 

which could potentially repulse today’s students from accepting the proposed system.  

Both historically and in modern times, ethics has always been a major consideration 

when identifying methods in which to handle its user’s information. This occurs within 
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the majority of organisations whether it’s the client’s data or its own staff members. 

This is even more so the case when working within the IT industry as the occupations 

predominantly involve working with someone else’s data. The concept of facial 

recognition technology is controversial as it’s centred around the idea of capturing 

someone’s identity. Though the efficiency of implementing it in an educational 

environment seems ideal, the ethical consideration needs to be taken seriously and 

managed appropriately. 

Due to the extensive capabilities facial recognition has to offer, we are now seeing it 

being implemented in public spaces across the world. (Brey, 2014) The main focus is 

to prevent theft and identify individuals within certain high crime areas. It’s also being 

integrated into SMART CCTV systems in areas such as shopping malls and high 

streets. (Brey, 2014). Applying this type of technology to prevent potential threats and 

maintain public safety seems like a logical approach however this also comes with a 

number of ethical issues. The SMART CCTV cameras are required to collect 

information about members of the public before the facial detection can function. 

Inevitably, many people will be dismayed once they discover that their personal 

information is being collected without their consent. (Nissenbaum, 2010) 

Knowing that your data is being collected, stored and analysed will not only raise 

personal privacy concerns but also question how the data is used. Function creep is 

becoming a frequent affair for facial recognition technology as there is no clear 

definition or legislation for its use. (Brey, 2014) Alterman believes that function creep 

may even extend into third party company’s purchasing data to be used for marketing 

purposes. (Alterman, 2003) This raises a valid point as incidents similar to this aren’t 

uncommon as we’ve already identified the provocative case of Facebook and 

Cambridge Analytica misusing and selling users data. (Cadwalladr, 2018) Brey 

proposes that if detailed legal standards were defined regarding proper use of facial 

recognition technology in pubic places, the issue of function creep will be significantly 

reduced as third party company won’t be able to purchase personal information. (Brey, 

2014) 

After the terrorist attacks on September 11th 2001, biometric identification was 

immediately the focus on ways to prevent further incidents. The approach taken was 

to verify and identify individuals in key areas such as airports. (Bowyer, 2004) The 
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study on implementing facial detection became a success allowing it to be integrated 

into ‘facecams’ equipped by police officers. This was again to prevent crime through 

the use of biometric identification. At the time, applying this technology increased the 

productivity and decreased the crime rate in certain areas but it still provided 

inaccurate readings causing innocent people to be arrested. (Brey, 2014) 

This was especially the case when implementing the technology within CCTV 

cameras in shopping malls as due to the lack of ingenuity present in facial recognition 

algorithms, many members of the public were being falsely accused as a potential 

criminal leading to harassment by the police. It was obvious that society relied on the 

technology too much as shopping malls only had a positive detection rate of just 69%. 

(Alterman, 2003) Since then, the efficiency and versatility of facial recognition has 

significantly improved however the issues presented by invasion of privacy and ethical 

professionalism still cause outrage amongst many thus creating the argue of, are the 

public willing to accept the trade-off between their own personal privacy for the safety 

of others? Brey believes this as he expresses that the public tend to accept the minor 

inconveniences so that criminals can be apprehended. (Brey, 2014) 

For student attendance, applying mechanics such as biometrics would prove to be 

much more effective however it does come with limitations. Implementing a system 

that utilises facial detection will warrant suitable hardware that is powerful enough to 

capture faces real time. In conjunction is also choosing an algorithm that is simple 

enough to work alongside the CPU without overloading it. Proposed facial recognition 

systems usually include multiple algorithms and adequate computing hardware 

capable of producing accurate readings from the students. “We have taken different 

techniques like colour based detection and Principle Component Analysis (PCA) for 

face detection and for feature extraction, PCA and Linear Discriminate Analysis 

(LDA).” (Jha, 2015) 

We can see from Jha’s implemented design that he uses the popular PCA and LDA 

algorithm that extracts the colours and features of the students face for increased facial 

detection results. This solution is the perfect answer for the research question however 

having the resources to execute and maintain this architecture will be challenging. 

Similarly, another proposed system uses the AdaBoost algorithm and SOC hardware 
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framework to carry out their facial recognition (Fuzail, 2014) but again, implementing 

this setup using the resources available will not solve the complication identified.  

The most substantial challenge of the project is to build a prototype that is able to solve 

the issue whilst utilising the resources accessible. We have previously seen the 

requirements into how to get accurate results using high specification components 

however the difference is achieving the same results using lower level assets. In this 

instance, using a Raspberry-Pi microprocessor along with basic facial recognition 

algorithims such as the Haar Cascade and HOG detection provided by OpenCV and 

dlib libraries. They may not produce the highest results which would be achieved by 

using either Jha’s or Fuzails implementations however it should still solve the ongoing 

issue that current student attendance systems present. 

 

 

 

Figure 1 - Comparison of Jha’s algorithm to the projects prototype (Jha, 2015) 

 

Above is an illustration into the comparison between the algorithm that will be 

implemented to Jha’s. Due to the processing capabilities between a microprocessor 

and Jha’s architecture, feature detection will need to be disabled. Jha’s system also 

incorporates the need to create a report for the student which is feasible however 

doesn’t add any real value for this project. We can see his approach below. 
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Figure 2 - Activity Steps of Jha’s Solution (Jha, 2015)  

 

To give an idea into the architecture comparison, below you can see how the resources 

available differ from Fuzail’s. Whereas the proposed solution contains all components 

being hosted on one device, Fuzail’s system contains multiple machines that each 

share the processing load. For this project to be a success, there needs to be the correct 

balance between choosing the correct algorithms that work effectively with the chosen 

hardware all while producing accurate results. 

 

  

 

The next solution provided by Sajid incorporates the usage of 2 databases. One 

contains the images of the students and the other the attendance records. (Sajid, 2014) 

Figure 3 - Fuzail’s hardware architecture (Fuzail, 2014) 



9 

The databases are both created in an SQL environment allowing for manageable data 

storage. Although Sajids student images are saved within a SQL database, this projects 

are stored on the devices hard drive leaving it vulnerable to both cyber-attacks or 

corruption due to potential hardware failure.  

Sajid also explains that his system has the ability to randomly take the attendance three 

times during a lecture or seminar. (Sajid, 2014) The idea of this feature is to ensure 

that the students who are enrolled in the class are still present after the lecture has 

commenced. This avoids the issue of students who may arrive to then immediately 

leave for the sole purpose of being marked present thus evading absenteeism 

punishment. Employing this capability creates a truly unique system and provides 

improved attendance results validity. When being compared to the proposed solution, 

there is a substantial hardware limitation as running the facial detection algorithm 

more than once during a class runs the risk of overloading the processor causing it to 

overheat and possibly hang.   
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Figure 4 - Activity steps of Sajid’s solution (Sajid, 2014) 

 

The final solution discovered is one that exploits the credentials of the student’s 

university logins. Once the students enter the classroom, they are required to input 

their username and password in order turn on the camera. (Rhesa, 2014) Once all have 

entered and signed in, the facial recognition function will be enabled. In essence, each 

sign in electronically creates the classroom inside the database allocating each student 

to that particular class. This strategy is effective as when new students are enrolled 

onto the course, the database can be adapted on demand and will only validate those 

who attend on that day. However, this approach will inevitably prolong the attendance 

process rendering this method impractical. 

 

 

 

 

Figure 5 - Activity steps of Rhesa’s solution (Rhesa, 2014) 
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Analysing each existing system applied in an educational environment provides 

insight into different avenues when trying to capture student’s attendance. It’s 

important for this project to examine each approaches advantages and disadvantages 

to build one that is capable of solving the research question. It’s evident that the main 

issue is regarding the available resources of the prototype. Many of the existing 

systems have more than one machine to share the processing load therefore occupy 

the ability to include more complex features and efficient algorithms thus producing 

improved results.  

The most suitable adaptation would be to use Sajid idea of implementing 2 databases 

which separates the student’s images from the attendance records. Fuzial solution also 

presents the notion of dividing each set of students into separate classrooms allowing 

for easy data management. Jha’s provides a more statistical approach by providing the 

idea of creating reports to illustrate the student’s overall attendance data. Taking all 

solutions into consideration, the hardware design and activity diagram of the proposed 

system is as follows: 
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Chapter 3 – Methodology 

Chapter 3.1 Data Collection and Research Design 

Choosing the correct type of data in conjunction with the most suitable method in 

which to capture it is paramount to the projects overall progression. It’s vital to 

appreciate that the consistency of data being managed holds a substantial threat to the 

participants confidentiality therefore recognising a safe and secure process in which 

to extract it will aid into preventing ethical issues. The data also needs to be adequate 

enough to enable extensive testing of the prototype. The technique of accumulating 

the data will involve taking a clear image of the participants faces. This could be either 

from the USB camera attached to the Raspberry Pi or from their social media accounts. 

The participants will be given a choice into how they would like their image captured. 

With consent, images from their social media profile will be used. This will provide 

accurate facial recognition readings however using this approach will compromise the 

authenticity of results. Those who take part in the study will be encouraged to use the 

USB camera as the data captured will articulate the efficiency of the prototypes 

performance when executing different functions. 

The project itself will be built on the foundations of quantitative data as the majority 

being managed will include images of the participants faces. Using this type of data 

allows for the optimisation of results over other types such as qualitive. The images 

collected will act as the fundamental information that allows for the project to operate 

and produce the outcomes expected. The outputs of the project will also be quantitative 

as observations will be made to assess how the prototype performs. 

The characteristics of the data will be in the form of standard JPEG images as these 

will be suitable for extensive facial recognition testing. The data gathered can then be 

used to determine the effectiveness of the system and provide an insight into the 

accuracy of the algorithm employed. The reliability of the measurements are crucial 

as these could be used as future work into improving the chosen algorithm or find 

alternative ways into generating improved results. As an outcome of using the 

quantitative design, utilising the mono-method will be a suitable technique for the 

collection and analysis of the data. 

It’s important to adopt the most appropriate philosophy for the project as it provides a 

sense of realism. This is usually shaped from previous experience and knowledge 
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which will constitute how the research question is interpreted. The most adequate 

philosophy that can be delivered is the one of a pragmatist. This is because the data 

being collected will effect the actions that lead into answering the research question. 

This will only be the case if the gathered data is credible and precise therefore by 

extracting clear images of the participants faces will mould the rest of the projects 

infrastructure thus producing the results expected and potentially revealing an answer 

to the research question. 

Also, there is no singular viewpoint that can be large enough to portray the bigger 

picture. As identified before there are alternative student attendance systems that exist 

hence in another reality, approaching the project differently could potentially provide 

more ideas into improving the proposed system. This state of mind benefits the project 

over other philosophies such as realism. This is mainly because this mentality largely 

revolves around large datasets and includes qualitive data which the project doesn’t 

contain. 

As the project isn’t part of an existing case study, it’s imperative that the research 

strategy implemented caters for what it’s trying to achieve. We already have 

acknowledged that it isn’t building a new solution but rather adapting current 

architectures to solve a specific problem. Consequently, adopting the feasibility study 

is ideal as it’s oriented around the idea of taking an existing system and discovering if 

it’s possible to make it work with the resources available. This strategy allows for the 

creation of a prototype which should be built around efficiency using the quantitative 

data gathered. 

Chapter 3.2 Performance Measurements Indications 

Completing the project requires extensive testing of the prototype’s functionality. The 

main focus will be on assessing the performance of how efficiently the facial 

recognition algorithm runs using a microprocessor. The accuracy will also be 

examined as a system with less CPU processing capabilities may produce inaccurate 

detection results. It’s important to understand that microprocessors such as the 

Raspberry Pi have substantially fewer resources to distribute therefore it will be 

interesting to observe the effects this has on the outcomes of the project. 

The preliminary stage is to store the participants images within the file directory and 

encode them into the dataset. These are then used as the source images for comparative 
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purposes when being analysed against any others during the study. The dataset acts as 

a database that stores all facial recognition information for each participant. After this 

stage is complete, the prototype will be equipped with the required data for the testing 

phase. 

An initial indication into the extent of the prototypes capabilities would include 

observing the accuracy of the facial recognition algorithm on a still image. The 

optimum approach would be to observe how the system performs under this condition 

and test the detection rate. This data can then be analysed to see in exactly what 

scenarios the identification works greatest. To establish the best outcome possible, an 

array of different measurements will ensue to gauge the efficiency of each function 

the prototype has to offer. 

The main focus of the protype will be to observe the accuracy of the facial detection 

on both a still image and during a live camera feed. This will be achieved by recording 

if the algorithm chosen will correctly recognise each participant successfully and 

maintain detection consistency. This is especially important when running the live 

video feed as it’s vital that the system upholds and displays the correct identity of the 

participants for the duration of the exercise. However, there could be issues when 

testing the system on individuals who share similar facial characteristics as incorrect 

identifications could be made. If there are participants who do appear to be alike, 

observations on this aspect will also be made and recorded. 

To further extend our knowledge into the depths of the prototypes abilities, is to assess 

other technical facets. Another essential area to examine would be the maximum 

distance in which the system can successfully detect individuals. It’s crucial that the 

camera can scan faces from a reasonable distance as in a real classroom environment, 

it’s unknown where it will be positioned. However, there are multiple variables that 

may affect the systems aptitude to scan from a distance. For instance, the hardware 

quality needs to adequate in order to fully utilise what the facial recognition software 

offers. Specifically, the USB camera needs to support high definition output in order 

render any faces detected. Therefore, a 1080p or 720p HD camera will be appropriate 

for long range identification. 

Running the system in an ideal setting won’t always be the case. In many situations, 

facial recognition will need to perform when being exposed to environments that will 



15 

challenge its potential. Atmospheric changes will inevitably occur therefore testing the 

efficiency in these instances will provide clarity into how well the prototype operates 

overall. The most likely to happen is the sudden change in lighting. Typically, 

classrooms have a variety of lighting conditions with some being darker or brighter 

than others. Tests will be carried out to observe if the accuracy drops when trying to 

detect faces in a reduced lighting setting. 

Once the optimum scenario for capturing data has been identified, the simulation of a 

live classroom environment can commence. The results produced from this exercise 

are imperative towards revealing a potential answer to the research question as it will 

exhibit the full capabilities of the protype system. The experiment will consist of 

seeing the participants to walk past the camera and observe the consistency and 

accuracy of successfully identifying each individual. A possible issue could include 

severe latency during the live feed as using a microprocessor may not provide the 

camera enough resources in order to maintain a high frame rate. 

Chapter 3.3 Ethical Considerations and Security 

Carrying out this type of project eluded for the possibility into solving an identified 

issue however it also possesses its own risks that prevent it from completion. We have 

discussed previously the type of data being captured but haven’t deliberated the 

potential impacts it could cause on both the participants and society. The presence of 

ethical consideration holds a substantial footprint throughout the duration of this 

project and needs to be examined before any sensitive data is extracted. 

Information recorded from the participants will include compromising images of their 

faces. This alone has the potential to expose their identity to anyone who comes across 

this data. Taking the correct steps to prevent any being mistreated must be rigorous in 

order to maintain ethical professionalism during the project. We have seen previously 

that ethical issues are still persistent regardless of the device implemented therefore 

it’s vital to acknowledge that it still plays a substantial role both historically and in 

modern times which only emphasises the magnitude of its importance in any project. 

Though the data being stored will only include a singular image of the participant, it 

still carries a considerable ethical implication. This proves that the quantity of data 

being stored is irrelevant, it’s the consistency that causes the potential issue. 

Encumbered under the responsibility to manage this type of data warrants the need to 
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inform the participants exactly how and when this type of data will be extracted. It’s 

also crucial to articulate to those taking part the aims and objectives therefore the 

medium of an information sheet will be used. 

For any project that involves ethical consideration, an information sheet provides in-

depth details regarding the most commonly asked questions. This includes specifics 

about the projects mission and what is expected from the participants. It’s a technique 

employed to offer contact information for any future questions or queries. It can also 

be used to relax the participants allowing them to prepare themselves for their 

responsibilities. A vital element was on emphasising that the data shared was going to 

be handled with due diligence and their anonymity will be maintained throughout the 

project. It’s critical to elaborate on the exercises that will take place allowing for any 

preparation time needed. Expressing the opportunity to drop out the study at any point 

is also explicitly stated. The information sheet can be found in Appendix F. 

It’s important to make those involved in the study comfortable as working in a relaxed 

atmosphere will increase the chance of producing authentic results. Understanding 

what to expect from the project is depicted by the information sheet however accepting 

and agreeing to the conditions is also essential. A consent form will be given to each 

member of the study to reiterate their understanding of the project’s requirements. It’s 

imperative that all participants read and sign before any live testing is done. Though 

they will not be physically experimented on, the form demonstrates their 

acknowledgment into providing the necessary data for the project’s progression. 

Capturing and storing data sensitive information warrants the need for adequate 

protection. Without any additional security, hackers will easily be able to retrieve the 

files thus exposing the identity of those involved in the study. Implementing folder 

encryption such as EncryptFS will provide the defence needed to prevent any data 

leakages. For an added safety layer, a username and password will be required before 

logging into the prototype. 

As the files stored are imperative to the completion of the project, the raw data and 

folders created will be externally backed up. This is to avoid any downtime to the 

overall project development and will used as an operating system restore point if any 

hardware or software failures occur. It’s important to note that the facial recognition 

functions cannot be backed up as they’re installed internally on the devices hard drive. 
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The external hard drive will also be encrypted using the same algorithm (EncryptFS). 

This is to prevent any potential leakages if the external HD was misplaced. 

In the event that any compromising information was leaked or that the prototype was 

stolen, a risk mitigation plan will be executed to minimise the negative influences to 

both the study and the participants. The most appropriate strategy to apply would be 

to accept the risks involved. Risk acceptance purses the mentality of identifying the 

ones prominent in the study and allowing them to happen. (Herrera, 2013) In this 

project, implementing this plan is more effective over types such as limitation or 

avoidance due to it being cost effective. Mitigation using the others available will have 

detrimental financial effects on the budget therefore it’s cheaper to simply tolerate the 

impacts. 

To respect the anonymity of the participants, any sensitive data collected or produced 

will be kept confidential. Facial images displayed inside this report will be solely used 

to illustrate the findings and outcomes of the study. Names will also be represented by 

using an alias scheme. For example, ‘Photo 1 shows that Participant A’.  Photos that 

contain any element of a participants identify will be edited thoroughly using specialist 

manipulation software to distort and blur information that could be used against them. 

Once the project has concluded, both the data collected and any results produced will 

be eradicated from all storage devices. This includes both the prototypes internal 

storage and any external hard drives used for backups. The CMD line interface will be 

utilised to remove all data accumulated in addition to any potential hidden files or 

folders created in the process. 

It cannot be stressed enough that the system developed is a prototype therefore the 

amount of data being stored within the device will only be for testing purposes and 

will not be distributed after the study has concluded. It’s also important to 

acknowledge that the study conducted is for educational purposes and the system 

proposed will not be implemented within a live classroom environment. 

Chapter 3.4 Resources and Participation 

Approaching suitable individuals to take part in the project requires thought and 

planning. For any project, choosing appropriate candidates is key to a successful 

outcome. It’s vital that they possess the correct characterises and personality for an 

effective working relationship and contribution to the project. Therefore, the most 
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adequate people to contact will be fellow students from my cohort. Recruiting people 

from a similar course allows for related academic interests to be shared thus forming 

a healthy bond. If there is a lack of interest in the project, close friends and family 

members will be approached to fill any required vacancies. Non-vulnerable 

individuals will only be chosen to take part in the study. 

Conducting the research in a safe and secure manner is essential for the progression 

of the project. This is especially the case during the data collection stage as extracting 

images from the participants will need to be done in a secluded environment. This is 

to minimise any potential unwanted identification of those involved thus maintaining 

total anonymity. Both data collection and testing will take place within the university 

grounds inside a pre-booked room. This is to provide a protected and relaxed 

atmosphere during the crucial stages of the study. 

As discussed before, there will be 2 exercises in which the participants will be involved 

with. The data capture session will take around 20 minutes per individual. This is to 

ensure a suitable image of their face is captured for analysis. This comprises of a JPG 

image in which their facial features are required to be clearly visible. The live video 

exercise will take approximately an hour per participant or less if a group is formed. 

This particular experiment needs to be run multiple times in order to assess its 

functionality when being exposed to different environmental variables. In total, the 

duration of the study should last around a week. This includes the data collection stage 

through to the analysing the results. All participants will be informed before the project 

commences via the information sheet whilst dropping out the study at any time will 

be verbally reiterated and strongly emphasised. 

One of the most considerable advantages of conducting this research is the cost 

effectiveness of the resources. The Raspberry Pi being built as the prototype boasts 

the specifications of a low budget computer including a 1.4ghz microprocessor (Heath, 

2019) It is essential that the outcome of this project is exclusively a prototype system 

therefore utilising its versatility and easy-to-use OS makes it the perfect deliverable. 

Other hardware such as the wireless keyboard and USB mouse are also low-cost and 

can be easily obtained from any major electronics retailer. 

Selecting an apt USB camera was paramount into the production of results therefore 

investing in a high-value peripheral that supports a 1080p or 720p HD output is vital. 
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The software being installed will be free meaning any development suites, IDE’s, 

GUI’s, and SQL databases created will be built with no cost required. This also applies 

when employing the facial recognition algorithm as a free template will be available 

to download from resources online. Navigating through the OS will be achieved via a 

5” LCD touchscreen. This will be to demonstrate a portable and compact deliverable 

whilst exhibiting the features of the python GUI. 

Chapter 4 – Implementation 

Chapter 4.1 Front and Back-End Design 

Implementation of the solution can be accomplished through testing of the proposed 

system. This project encompasses not only building the prototype but also the 

development of both front and back end architectures. The front end will contain 

aspects that are usable by the operator. This includes software installation but more 

importantly, coding of the Python GUI. The backend will allow for the student’s 

attendance to be recorded via an SQL database. Due to limitations of hardware, the 

database will be designed with a simplistic approach and hosted locally on the device. 

The hardware is the initial concern when planning on how to implement the solution. 

It was important that the specifications of the prototype are proficient enough to run 

the functions needed to solve the research question. The focus was building a compact 

system which offers maximum transportability by eliminating peripheral wires. An 

attempt to achieve this was by investing in a wireless keyboard which can be seen 

below in figure 7. You can also see the presentation of the LCD screen. This allowed 

for a clean finish by aiding into the portability of the system. It’s also important to 

notice the USB battery pack powering the prototype. By creating a moveable power 

source eliminates the need for plugging it into the wall socket. However, this could 

cause an issue as providing voltage to both the motherboard and LCD screen 

simultaneously using a power pack battery could be insufficient. 
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Figure 7 – Raspberry Pi Prototype and external peripherals 

 

Software installations is the next consideration when designing the front end of the 

prototype. A Raspberry Pi traditionally is compatible with a host of Linux operating 

systems thus choosing to exploit the advantages of Raspbian seemed a viable option. 

This OS offers an easy-to-use interface for that also incorporates a range of pre-

installed IDE’s. The functionality behind the facial recognition is provided through 

the use of OpenCV. This library consists of various deep learning algorithms used to 

develop computer-vision oriented applications. Being open source, allows for 

effortless implementation within a magnitude of operating systems making it the 

perfect software for this project. Its architecture comprises of terminal based 

installations meaning only the required modules are needed. (Open Source Computer 

Vision, 2019) 

As Python comes preinstalled on most versions of Raspbian, we only need to retrieve 

OpenCV’s library which can be achieved by running the code below. 
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$ wget -O opencv_contrib.zip  

https://github.com/Itseez/opencv_contrib/archive/3.0.0.zip 

$ unzip opencv_contrib.zip 

 

The above segment contains the command that downloads the required package from 

the online repository, GitHub. The second line unzips and installs the software directly 

onto the hard drive. 

In order for OpenCV to function successfully, it needs to be run from inside a python 

virtual environment. Creating a virtual environment (VE) provides a separate work 

space for OpenCV to operate within. This includes segregating all modules and 

libraries from the standard Python 3. The advantage of this approach allows for the 

prevention of any potential software issues that may occur when installing new 

modules. However, this does also require for the correct packages to be installed 

within the virtual environment itself. 

Before any VE can be created, a name must be given. For the sake of simplicity and 

purpose of the prototype, it shall be called ‘cv’ as shown below. 

 

$ mkvirtualenv cv 

 

We are required to enter the VE before any further module installations can be made. 

This is achieved by running the code below in which an indication will be shown that 

the environment has been entered successfully. 

 

 

Figure 8 – Entering the Virtual Environment 
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OpenCV is the facilitator of the essential software but alone doesn’t possess the ability 

to execute detection functions therefore, we now need to install the required facial 

recognition modules. The first is the dlib library in which contains the implementation 

for the deep metric learning algorithm. Its purpose is to build the facial embeddings 

from the participants images to be used for identification. The final required module 

is the facial recognition library. This fundamentally wraps around dlib architecture 

allowing it to be easily employed within the front end application development. 

(Rosebrock, 2018) Both are elicited from OpenCV therefore GitHub isn’t needed. 

 

$ pip install dlib 

$ pip install face_recognition 

 

To ensure successful installation and verification of the vital modules, a list can be 

created via the terminal. It’s important to regularly check as due the amount of 

hardware resources needed to install these large packages, there is a potential to 

overheat or even crash the system during the process.  

 

Figure 9 - Module Check via terminal 

 

It’s imperative to enter the VE before checking the modules as a different list will be 

displayed. 
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As all the necessary modules are now available for facial recognition, we can now 

move onto acquiring the python scripts to create the working architecture. The 

essential materials and templates are downloaded from online resources such as 

PyImageSerach (Rosebrock, 2018). The approach taken was to first study the scripts 

and ensure a thorough understanding of the existing code was made. The code could 

then be adapted to suit the functionality needs of the project. The template structure 

acts as the working environment in which any functions can be executed. Therefore, 

it’s crucial to navigate to this directory before any testing commences.  

 

Figure 10 – Project File Structure 

For easy access, the projects data has been stored on the desktop. The dataset folder is 

the file directory in which the participants facial images will be saved. These images 

will be used during the testing phase when being compared to other still images or 

during the live video exercise. 

 

Figure 11 – Participant Facial Image Folder 

The above image illustrates each participant of the project represented as a folder. 

These are subfolders of the ‘dataset’ folder and the names assigned will be displayed 

if any identifications are made during either exercise. 

We now have the required resources and software installed to run facial detection 

commands. However, the most prominent issue involves that each can only be 

executed through the terminal. This includes vital functions such as entering the virtual 

environment, taking a photo and running the algorithm on stored images. This is a 
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lengthy process therefore by designing and developing a GUI will reduce the time 

needed to execute a command all whilst exhibiting a pragmatic interface. The python 

GUI is coded with a minimalistic approach as it contains 4 buttons each responsible 

for the key functions identified before. 

 

Figure 12 – Python GUI Creation 

The interface was also designed with the consideration to incorporate the 5” LCD 

touchscreen. As the dimensions of the screen are 800x400, it was ideal to make the 

resolution of the GUI identical. 

The last step is to design a backend that is capable of recording the attendance results 

of students. The most suitable approach was to implement a MySQL database hosted 

on the local machine. The focus to was to create a singular table that represented a 

classroom containing the participants of the study. 

To ensure the successful creation of a local MySQL database, 2 essential packages are 

required. Initially, the Raspberry Pi needs to be converted into a SQL server providing 

the fundamental architecture of database establishment. Secondly, management 

software such as PhpMyAdmin is desirable to access and manage the local database. 

This can be done by running the following code segments: 

 

$ sudo apt install mariadb-server 

$ sudo apt install php-mysql 

 

Takes Image from 

USB Camera 
Encodes New 

Image into 

dataset 

Compares still 

images with 

known faces in 

dataset 

Starts a live 

camera feed to 

detect faces 

(Exercise 2) 
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To accommodate the simplicity of the project’s needs, a singular table was created 

consisting of 4 attributes, StudentID, FirstName, Surname and Present. Each record 

inserted expressed information regarding the student indicating whether they were 

present or absent in the class. The idea was if a particular student belonged to a class 

within the database and were successfully identified during the live video feed, they 

would be marked as present. 

 

 

 

Figure 13 – Backend Database Structure 

 

For testing purposes, dummy data has been inserted to represent each participant 

involved in the study. In a live classroom scenario multiple tables or even databases 

would be created to display the students full name and other respective information. 

Chapter 4.2 Recognition Algorithms Comparison 

Facial recognition algorithms have been historically arounds for many years. Each 

offer their own advantages and disadvantages over others available for 

implementation. The challenge is investigating an appropriate algorithm to aid into 
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answering the research question. We have already discovered that significant resource  

limitations pose a threat therefore applying an algorithm that is both capable of 

producing accurate results and compatible with the device’s hardware is paramount. 

There are a magnitude of algorithms accessible however in this comparison, we will 

be focusing on the 2 most frequently used in facial recognition projects. The first is 

known as PCA and takes a statistical approach when categorising facial images. It’s a 

reduction algorithm that concentrates on removing the dimensions of each image 

providing stronger singular dataset. Its technique is to extract the most relevant 

information from every sample in the dataset then attempts to build a computational 

model known as an eigenface (Himanshi, 2015). 

 

Figure 14 – PCA/Eigenface Representation (Himanshi, 2015). 

 

The second being examined is the known as deep metric learning. Instead of outputting 

a single label, a valued vector is used to quantify the faces within the dataset. Neural 

networks are utilised to train the images by implementing triplets. The full process is 

illustrated in the figure below. 
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Figure 15 – Deep Metric Learning Triplets Representation (Rosebrock, 2018) 

 

In the above example, we can see 3 images that have been encoded within the neural 

network. Two of the faces are of the same person whereas the third differs however 

they each share similar facial features. The network quantifies each image building a 

128-dimentional embedding for later identification. Weights of the network are altered 

so that the 2 similar 128-d measurements will be closer to create the detection 

separation from the third image. (Rosebrock, 2018) 

 

Figure 16 – OpenCV’s Facial Recognition process 
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One of the most substantial disadvantages of implementing PCA for this particular 

project is that its process involves scanning the entirety of the faces surface area. 

Though this approach successfully quantifies each image in the dataset, it 

subsequently will require an extensive amount of hardware assets. Due to the lack of 

resources the prototype has available to distribute, will inevitably produce less 

accurate results. On the other hand, applying the deep metric learning algorithm will 

allow for a faster and more efficient facial detection rating as it takes a feature 

extraction approach rather than quantifying the whole face E.g. pose, expressions etc. 

Providing more images that could be encoded within the dataset elicits higher accuracy 

of results (Hartnett, 2015) however due to storage limitations of the prototype, this 

may be an issue if the capacity wasn’t increased.  

Chapter 4.3 Testing Environments 

Scheduling the exercises was planned around the availability of the participants 

allowing them to take part whenever suited them best. It’s vital that those who are 

taking part had returned their consent form and agreeing to full participation. 

(Appendix G) A verbal confirmation was also given into their acknowledgement of 

the information sheets substance and confirmed they had understood the details 

provided. These essential documents must be retuned before any data collection or 

testing can take place. It’s also a method provide clarity into the projects overall 

rationale and articulating its objectives. 

For optimum results, the approach taken was to either set up a group exercise or to test 

the prototype on each participant. Testing on a large group would allow for extensive 

analysis of the algorithm employed. Authenticity in the results could also be obtained 

as with more members, a closer representation of a classroom could have been made. 

However due to the clash of personal commitments, each took part in the study 

individually. During a particular instance, 2 members were present for the exercises 

therefore photos of this session will be used to illustrate the methodology and results. 

As identified before, the location of the study was conducted inside a pre-booked room 

within the university grounds to provide a safe and secure atmosphere. Exercise 1 was 

the data collection phase in which involved taking images of the participants faces. 

The photos themselves had to achieve a certain level of clarity to be used in the study. 

This included a clear visualisation of the main features of their face such as the eyes, 
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mouth and nose. Failing to capture an image of such quality will result in poor 

detection rates thus providing an inaccurate demonstration of the prototypes 

performance. The optimum setting was to create a well-lit room using as much natural 

lighting at possible. The angle of the camera had to be correct and centred on the face 

to cover a suitable surface area. Distance was also key as taking the image too close 

will result in a blurred and unfocused picture. 

       

Figure 17 – Photo Extraction Exercise 

Recognising the best setting to take a practical image was strenuous as there were 

multiple variables that effected the picture quality. The main concern was the 

reliability of the camera itself. Though it supported the output of 720p HD images, the 

prototype system didn’t possess either the software or hardware capabilities to utilise 

the properties of this feature. 

Capturing an image using the terminal for each participant caused a major interference 

on the project’s progression. Typically, when executing the code, a photo is taken and 

saved within the root directory of the current user logged in. This was sufficient during 

the initial hardware testing phase however, for this exercise to be a success, the GUI 

needed to be exploited. Using the GUI developed allowed for a smooth and systematic 

process through the entire study as each button ran the required code in a step by step 

fashion. The first stage was using the GUI to name the participant which was taking 

part in the session. 
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Figure 18 – Participant Creation 

Each user conceived through the GUI entails the creation of a directory within the 

dataset folder labelled with their name. If their data already exists, a message box will 

show. Once the operator is satisfied with the name inserted, an image of the face is 

also taken simultaneously during the same process. The photo is then transferred to 

the new participant dataset folder. This image can now be used as their baseline photo 

for comparative purposes when either detecting from a still image or during the live 

video feed. 

Before any biometric identification can occur, the facial image needs to be encoded. 

This is the essential stage that applies the principles of deep learning metrics to 

quantify the embeddings of the subject’s picture. By completing this integral step will 

notify the system that a new user has been added to the dataset. 

    

Figure 19 – Encoding of new participant 

To test the successful encoding of the image, we can use a function that allows us to 

compare it with an alternative photo of the participant. Doing this will measure the 

quality of the initial image taken providing the opportunity to retake if necessary. A 
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gauge can also be obtained into the accuracy of the facial recognition algorithm 

applied before commencing the live video exercise. 

 

      

 

 

Figure 20 –Encoded image vs alternative image comparison 

 

Now the participants images have ben encoded into the dataset, we are able to proceed 

onto the second exercise of the study. This experiment sees the participants simulate 

the beginning of a university lesson in which they enter the classroom to be scanned 

by the camera. Assessments will be made to monitor the prototypes performance in 

successfully identifying each participant face as they arrive. It was essential to position 

the camera in an area that can both acquire a clear view of the faces but also 

demonstrate its ability to scan at a distance. 

To start the exercise, the GUI is used as it contains a button that binds the command 

to start a live feed that runs constantly until the camera is closed by the operator. It 

will be interesting to observe the consistency in accuracy made by the prototype as 

 

 

Encoded Image Comparison image for accuracy 

indication 
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executing a live video will allocate a considerable amount of resources when being 

compare to a still image comparison. An issue that may occur is the loss in frame rate. 

Though using a smaller screen to view the live video will be used, the system still 

relies on the prototypes hardware to maintain a high FPS. This could be another factor 

that effects the end results. 

Acquiring a wide range of results will be beneficial into gaining a deeper 

understanding of the prototypes performance therefore, this exercise involves 3 

smaller experiments. The first sees each participant to enter the room independently 

then as a group. Applying this technique will allow the system to demonstrate its 

efficiency when detecting 2 faces in the same frame. 

 

 

 

Participant A 
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Participant B 

 

 

Participant A + B 

Figure 21 – Live Video Feed Exercise 

 

Implementing a method in which to capture the attendance of the students is vital into 

discovering a potential research question answer. Using the MySQL database design 

as mentioned before is the perfect solution to record the student’s overall presence. 

Adapting the already existing template to perform SQL functionality is a challenge 

therefore understanding the initial scripts was crucial before adding the required 

database connectivity code as shown below. 
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for encoding in encodings: 

import MySQLdb 

global c 

global db 

def insert_to_db()   

sql = "UPDATE ClassA SET Present = 'Yes, WHERE FirstName = (%s)" 

            try: 

                c.execute(sql), [name]) 

                db.commit() 

               except (MySQLdb.Error, MySQLdb.Warning) as e: 

                print (e) 

                db.rollback()     

        def main(): 

insert_to_db() 

 

It’s important to notice the line ‘for encoding in encodings:’ as this allows for the 

above function to run every instance a known face has been detected during the live 

video exercise. Each time the code is fired, the system is comparing with the local 

database to identify if the participant exists within the table ‘ClassA’. If a match is 

discovered, the software runs the SQL statement to update the database record 

changing the students ‘present’ attribute field to ‘Yes’  

Chapter 5 – Evaluation of Results 

Chapter 5.1 Expectations Vs Results 

As the project began to expose more knowledge in this field of study, it starts to mould 

the interpretation into the consistency of the outcomes. Examining previous literature 

has provided a sense of clarity when approaching this topic from both a technical and 

ethical point of view. These crucial aspects of any technology-based project has 

formed a benchmark into what to expect and also how to use the results to improve 

the quality of research for future endeavours. 

From the beginning, data capturing seemed to be effortless from a technical standpoint 

however this wasn’t this case as capturing a suitable image of the participants was a 

SQL Statement 

Database connectivity module required 

Error Handling 

Execute Function 

Dataset names array 
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constant challenge throughout the exercises. Taking into consideration multiple 

environmental factors such as the angel and lighting will make a considerable 

difference regarding the picture suitability. Relying on the 720p HD camera was easy 

as it was expected to take quality images irrespective of the system it’s been 

implemented on. This proved difficult to believe as it took several attempts to capture 

a clear image of the participants face. This had a severe effect when trying to carry out 

the rest of the study as poor image quality will produce poor detection results. 

Once an adequate image had been captured, the initial test was to ensure the prototype 

could correctly identify the participant on both the same and an alternate image. This 

confirmed that the systems detection capabilities were working. 

 

             

Figure 22 – Still images comparison result 

 

As a result of exercise 1, the detection has correctly expressed a full match in both 

images as the system has labelled them Participant B. The image on the left was 

captured initially and encoded within the dataset. This alone should pose no issue 

regarding the identification as it’s being compared against itself. The image on the 

right was taken during the same exercise however from a slightly different angle. 

There were no detection issues presented when a comparison was made. 

Establishing that the system possesses the ability to detect faces accurately, assessing 

its performance during the live video exercise ensued. As discussed previously, this 

experiment involved running 3 activities seeing each participant entering the room 

independently and then together. In theory, the system is expected to perform equally 
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regardless of the quantity of members in the same camera frame. The hardware should 

be efficient enough to recognise multiple individuals simultaneously. 

 

 

 

 

 

Figure 23 – Live Video Exercise Results 
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The results to this exercise were astonishing as for the majority of the experiment the 

prototype maintained a successful detection rate. Figure 23 illustrates this as when the 

participants both entered separately and as a group, the system performed remarkably. 

This proves that the hardware contains the processing power to sustain an accurate 

reading when recognising multiple faces which goes against expectations. However, 

on a few occasions, issues did arise when trying to consistently retain the correct 

identification.  

The most common issue was mistaking the identity of the participants for others 

involved in the study. For example, in a few instances, the name displayed above the 

face was incorrect. Once the error did occur, it would only persist for a few moments 

then revert to recognising the individual correctly. The main cause could potentially 

include environmental effects such as poor lighting or dust blocking the cameras view. 

Another error could involve a temporary software glitch due to insufficient resources 

or a slight dip in processing power. An example of the issue is shown below. 

 

 

Figure 24 – Incorrect Identification of Participant 

 

Another reoccurring error was the recognition of an object in the room as a person. 

It’s arduous to define exactly what caused this issue without extensive testing however 

through observations, the most logical reasoning would be due to some items or wall 

decorations appearing to resemble a face. Another possible motive could be issues 

with the hardware itself. It’s not uncommon that the system suffers from glitches 
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causing the algorithm to fire unexpectedly triggering spontaneous recognition of 

inanimate objects. The issue can be seen below. 

 

 

Figure 25 – Detecting faces on surroundings 

 

To ensure the students attendance was successfully recorded during the exercise, the 

SQL database was utilised. Implementing the functionality expected to be straight 

forward as there are limited variables that can affect the outcomes of tested code. 

Developing the database itself took minimal effort however injecting the solution into 

an already complex python application was a challenge. The biggest issue was 

ensuring the database code was inserted correctly inside the script to establish the 

connectivity. 

Writing the code was effortless as existing experience of SQL scripting was applied 

however testing the performance was problematic. This was due to the fact that the 

prototypes preliminary features had to function as normal, this included successfully 

detecting known faces with no errors occurring in the process. After both the facial 

recognition was operating as expected and the SQL syntax correctly written, recording 

student’s attendance could ensue as demonstrated below. 
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Figure 26 – Recording Student Attendance Results 
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Chapter 5.2 Performance Analysis 

It’s vital to reflect into what contributed to the results produced by the prototype. These 

areas need to be thoroughly analysed and measured to ensure the objectives can be 

met and the research question answered. It can also be a method in which to donate 

knowledge in this field by determining what elements worked efficiently compared to 

those that didn’t. Discovering new information provides the opportunity to show 

others or reveal alternative approaches to this type of project in the future. 

Stages such as taking an image of the participant will contribute to the overall accuracy 

of the results generated. This is because the photo captured will be used to identify 

each member during the still image comparison and live video exercises. That being 

said, the photo needs to be of satisfactory quality to confirm that the rest of the study 

can be achievable. Once a suitable picture is extracted, it can then be used to represent 

the participant for the longevity of the study. 

During the data collection phase, several attempts were made to ensure an appropriate 

image could be used to encode within the dataset. For the majority of the study, 

practical images were extracted however on some occasions, it proved that capturing 

a useful photo was challenging. The performance of the camera was at fault as this 

was the tool applied to both elicit still images and conduct the live video sessions. The 

issue was regarding the hardware and software used to manage the cameras 

capabilities as discussed before. 

Most PC’s have inbuilt camera software and drivers that allows for automatic camera 

optimisation meaning that once it’s installed, the system is intuitive enough to adapt 

the settings allowing for clear images to be taken. This can also affect the CPU’s 

performance as the more resources available, the quicker the camera can adapt to 

certain environments. The location in which the study took place didn’t contain any 

harsh conditions that would affect the camera therefore taking an image of the 

participants should have been effortless. On multiple occasions the images taken was 

either too dark, distorted or even displayed excess brightness rendering it useless for 

testing purposes. 
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Figure 27 – Dark Image Capture 

Figure 27 articulates though the image taken was in well illuminated environment, due 

to the lack of resources distributed by the prototype, the resulting image expresses as 

lack in brightness. Similarly, another issue involves pictures to contain a horizontal 

and vertical border across the edges. The cause of this would also be associated with 

the deficiency of processing power. In many instances, these borders would appear 

over the face which subsequently produced encoding errors. 

 

Figure 28 – Image Border Issue 

The accuracy of the facial recognition software proved to be a success throughout the 

project. During both exercises, the consistency of detecting the participants faces 

remained steady. Contributing to the overall accomplishment was two key elements 

such as the efficiency of the algorithm but also the quality of the initial dataset image. 
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The algorithm provided a neural network capable of accurately reading and 

quantifying facial images in an effective manner. It’s low level processing needs made 

this approach ideal over other algorithms such as PCA/LDA. The other vital aspect is 

the usability of the dataset image being applied for comparative purposes. As 

identified previously, due to hardware limitations, capturing of a poor image is likely 

therefore it was imperative that a clear photo was established before either exercise 

commenced.  

The distance in which the camera could detect was also an interesting observation as 

in a live classroom environment, the positioning of the camera would be unknown. 

Due to the spatial restrictions of the room where the study took place, testing this 

element was impossible. However, judging by the space accessible, this indicated that 

the range in which the camera could detect was adequate for any medium – large 

classroom. 

Conducting this type of research on a microprocessor will have its limitations 

especially when implementing facial recognition technology. When testing the system 

on a still image, the prototype is able to correctly identify each participant with ease 

as it has the time and resources to do so. However, during the live video sessions, the 

system is under a considerable amount of processing stress as not only does it need to 

run the algorithm, it also is required to maintain a consistent live video stream which 

in itself consumes a substantial amount of RAM. Due to the lack of distributed 

resources, it was clear that the frame rate suffered dramatically.  

When the feed started, the frame rate sustained 60fps however when a participant’s 

face was detected, it dropped significantly to approximately 4fps. To counter this 

issue, steps were taken to lower the resolution of the screen thus reducing the load on 

the processor. This approach only increased the frame rate by around 5 which wasn’t 

enough to create a more latency free video stream. 
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Figure 29 – Increased FPS due to lower screen resolution 

 

Chapter 6 – Discussion 

Chapter 6.1 Research Question Re-evaluated 

Reflecting on the project conjures the thought into why it was conducted initially. It’s 

easy to get lost in the madness of producing results and designing solutions where you 

begin to lose sight behind the reasoning into achieving the aims and objectives. The 

rationale of this paper is to identify an answer to the research question expressed in 

the introduction chapter but also to dissect and discuss the approach into answering it. 

When eliciting the question at the beginning, it seemed like an appropriate topic to 

study due to the uniqueness of the prototype system proposed. However, it was clear 

that during the study, the research question was too open and ambiguous. 

It became apparent that throughout the literature review, systems that pursue the same 

motive already exist. Though not exactly identical, there are similar that have an 

exclusive approach on answering the research question stated. It was vital that I took 

from each paper the methodology applied and acknowledge the advantages of the 

respective solutions. As previous papers were discovered, the interpretation of the 

research question changed thus forcing it to be re-evaluated. It seemed that it needed 

to be narrower and address a more specific problem. 
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During the project’s progression, it was evident that the research question started to 

become obsolete. It’s not uncommon that as more information is accumulated, 

different ideas begin to be form in the mind which subsequently alternates the path in 

which the study follows. This was particularly the case as the implementation stage 

was heavily focused on hardware and software testing. Spending a considerable 

amount of time on this aspect changed the dynamics of the project. Whereas the focus 

was on initially identifying a method in which to accurately record student attendance 

then inadvertently reformed into a study revolving around facial recognition algorithm 

implementation on a Raspberry Pi. 

Key areas such as the literature review has unveiled how the research question needs 

to be more narrow. The question defined exudes a lack in clarity regarding the motive 

driving the project. It seems that the concepts of Raspberry Pi microprocessors, facial 

recognition technology and student attendance systems have each been covered 

individually rather that collaboratively therefore it feels that the experiments 

conducted do not contribute to a specific area of research but instead provide a generic 

overview. If the research question was tackled with a more explicit approach, then 

specialised testing could be planned thus providing more constructive results in this 

particular field of study. Alternative questions such as how to utilise a Raspberry Pi to 

capture student attendance? Can facial recognition technology accurately record 

student attendance? could be asked. 

Has the research question been answered? Yes. With traditional systems still claiming 

dominance in the majority of higher education institutions, it seems that the proposed 

prototype is able to supersede current techniques and capture attendance in an efficient 

manner. A considerable amount of issues with the traditional systems have previously 

been identified therefore the implementation of the proposed prototype will rendering 

existing methods obsolete thus providing a more accurate process into recording 

student attendance. The results produced from this study has proved that not only this 

type of technology can be implemented within an education environment, the 

resources needed to create a successful working system are minimal. Even when 

employed on a microprocessor, the consistency of facial detection remains high 

making this the ideal solution when solving the research problem.   
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Both historically and in modern times, ethical consideration will always pose a 

significant issue when applying this type of technology in any device. We have seen 

privacy is one of the most important concerns when in public therefore implementing 

the prototype in a school will require an equal amount of ethical professionalism. 

Existing systems such as SMART CCTV is enforced solely to prevent crime and 

terrorist attacks however it seems that the trade-off between personal privacy and 

security will always be a controversial topic.  

To minimise the issues caused by this type of technology, it seems that the best 

strategy is making the individual fully aware that they are being monitored and 

recorded. If the person provides their consent and has the opportunity opt out of their 

data being logged then this could create a basis to utilise this type of technology both 

in a public space and within educational institutions. If they do provide their consent, 

then it’s also pragmatic to express any security measures in place that protect their 

information and also the intent in which their data will be used. 

Chapter 6.2 Limitations 

Every project will contain issues that prevent it from being a success. There is no ideal 

venture that builds a system that has the ability to generate the best results possible. 

The aspects stopping any project from achieving the optimum outcomes are its 

limitations. Using a Raspberry Pi in any project will induce concerns regarding its 

hardware capabilities. Though it contains a microprocessor capable of running simple 

applications, applying the use of facial recognition software initially poses a risk to 

the projects resource stability. The main limitation was the extent of the processor 

power. As the device boasts a 1.4mhz speed, it should be proficient enough to run all 

the required functions 

It was clear that during the live video session, the frame rate dropped significantly 

once a participant had entered the frame. The main reason behind this was insufficient 

processor and RAM resources which caused the system to occasional freeze. Though 

it did not affect the facial detection rate or recording of the attendance, implementing 

an unstable prototype would inevitably cause hardware failures in the future. An 

attempt was made to rectify this issue by reducing the resolution of the python 

interface. However, this only increased the FPS slightly which still prevented a smooth 

visual display. 
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The next most substantial limitation involved the accuracy of the software. More 

specifically, the number of occurrences that the facial recognition either produced an 

error or incorrectly identified a member of the study. Though the prototypes detection 

rates were high, it still possessed the ability to display the wrong identity. For the 

testing purposes, allowing this type of issue to occur provided a deeper understanding 

into combining microprocessors with biometric technology however implementing 

this system in a live classroom would cause an array of attendance issues. This again 

stems from the lack of hardware resources available. 

Other issues that prevented the project from reaching its full potential include the 

abundance of wires present when operating the system. One of the main focus points 

was building a professional artefact that could have the potential into becoming 

portable. Due to the dimensions of the motherboard, each USB peripheral connected 

would easily become tangled and could lead to hardware damage. An attempt to 

employ wireless equipment was made as a mobile keyboard was utilised for the study. 

If a wireless mouse or even camera was incorporated, this would have reduced the 

amount of wires thus creating a more portable prototype. 

The last limitation of the project would include the amount of storage available on the 

device. Though it didn’t pose an immediate threat, if an extensive amount of data was 

collected, the memory card would imminently run out of capacity. As JPG images are 

the prime data being captured, investing in a large memory card was sufficient for this 

study. Not only are the images being stored, the SQL database is hosted locally. This 

will also take up a substantial amount of space especially if the database grew in 

volume. For future expansion, the SQL database will need to be hosted externally on 

its own server or seek to increase the internal storage size. 

Chapter 7 Conclusions and Further Work 
Concluding a project will entail reflection of the processes taken into building the 

artefact. This chapter can also be utilised to distinguish whether the aims and 

objectives have been satisfied. Commencing a project involving any concept of 

information technology creates the ideal opportunity to exhibit the skills accumulated 

over the course. The passion for Raspberry Pi’s and appetite into diving deeper into 

the world of facial recognition fused together perfectly allowing for the manufacturing 

of a successfully working deliverable. 
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The construction of a successfully working system in alliance with the depicted 

methodologies and implementation strategies found in the project proposal has been 

made. The concluding iteration has considerably adapted when being compared to the 

first version developed. This is because discovering that similar systems exist and the 

ethical implications caused by this type of technology forced the approach to 

completely change. This expresses an aptitude into acknowledging modern 

technologies and society considerations to then be implemented in a way that improves 

the proposed solution. 

Many additional features could have been included in which would have enhanced the 

functionality whereas some were for an aesthetic contribution. Through further time 

and resources, integrating these tools would improve the prototype providing it with 

more proficiencies into producing increased result accuracy. The most substantial 

modification for future development of the system would be to apply the same 

software architecture but on a desktop computer. By utilising the hardware capabilities 

of a PC such as an Intel or AMD processor will provide substantially more resources 

during all aspects of the project. There will be an immediate difference in 

improvements regarding both the live video session’s FPS and detection results. More 

resources can be distributed to the core functions of the system such as running the 

facial recognition algorithm which inevitably will maintain higher identification 

accuracy and consistency. 

To gain a better indication into the full accuracy of the deep learning algorithm applied 

would be test the prototype on a wider audience. A limitation of the project was the 

lack of participants gathered during the implantation phase. Conducting a study on 

fewer individuals sets a boundary into the validity of research and findings discovered. 

The focus was primarily on observing the accuracy of the algorithm applied therefore 

testing it on a maximum of 5 participants isn’t enough to fully test is capabilities. The 

more members involved in the study would provide a broader set of results which then 

could be recorded and analysed for future improvements. 

As we have diagnosed already, there are a magnitude of various facial recognition 

algorithms each boasting their own advantages over others on the market. The 

challenge is selecting one that is most suitable for the system being developed. In this 

instance, the deep metric learning algorithm applied was most appropriate over the 



48 

PCA/LDA however that was only one comparison being investigated. Due to the 

number of others available, its ambitious to ascertain which one is optimal when 

implementing for this particular prototype. If more time and resources were accessible, 

an in-depth analysis could be undertaken to identify which algorithms could produce 

improved results. A statistical approach could also be taken as by recording the 

detection rate as a percentage would make it easier to compare the effectiveness of the 

chosen algorithm to others. 

I hope with the research provided in this paper, a deeper understanding of facial 

recognition technology can be ascertained for pragmatic uses and for the protection of 

society. It’s clear that biometric identification is becoming increasingly integrated into 

a number of devices therefore I’m excited to see what this type of technology has to 

offer in the future.  
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Appendices 

Appendix A – Research Project Plan 
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Appendix B – Ethics Checklist Form 
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Appendix C – SHUREC8 
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Appendix D – Data Management Plan 
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Appendix F – Information Sheet 

 



73 

 



74 

 



75 

Appendix G – Consent Forms 

 



76 

 

 



77 

 

 

 



78 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



79 

Appendix H – Results of Exercises 

Exercise 1 – Still Image Comparison 

 

            

 

Exercise 2 – Live Video Feed Detection Results 
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Appendix I – Python GUI Code 

 

from tkinter import * 

import os 

import subprocess 

from tkinter import messagebox 

from tkinter.simpledialog import askstring 

from tkinter.messagebox import showinfo 

 

# creating tkinter window  

root = Tk()  

root.geometry('800x480') 

root.title("Student Attendnace System") 

root.configure(background='Blue') 

 

def takePicture(): 

   myvar = askstring('Name', 'Name of Participant?') 

   if not os.path.exists('dataset\%s'(myvar)): 

       os.mkdir('dataset\%s'(myvar)) 

       os.system("fswebcam -r 1280x720 --no-banner dataset\%s"(myvar)) 

       messagebox.showinfo( "Image Capture", "New Participant Created") 

   else: 

       messagebox.showinfo( "Image Capture", "Participant Already Exsists") 

    

   #entry = Entry(root) 

   #entry.grid(column=6,row=2) 

   #var1 = entry.get() 

 

   #save = Button(root, command = testLiveFeed) 

   #save.grid(column=6, row=2) 

 

def encodeImages(): 

   os.system("virtualenvbackup/new/cv/bin/python encode_faces.py --dataset dataset --

encodings encodings.pickle --detection-method hog") 
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   messagebox.showinfo( "Encode Images", "New Images Encoded Successfully") 

 

def testLiveFeed(): 

   os.system("virtualenvbackup/new/cv/bin/python recognize_face_live_video.py --cascade 

haarcascade_frontalface_default.xml --encodings encodings.pickle") 

 

def stillImage(): 

   os.system("virtualenvbackup/new/cv/bin/python recognize_faces_image.py --encodings 

encodings.pickle --detection-method hog --image examples/example_01.jpg") 

 

#def save(): 

  # os.system("/home/pi/.virtualenvs/cv/bin/python recognize_faces_image.py --encodings 

encodings.pickle --detection-method hog --image examples/example_01.jpg") 

 

heading = Label(root, text="Student Attendance System", fg='red') 

heading.config(font=("Ariel", 20)) 

heading.grid(row=0, columnspan=20, pady=20) 

 

imagetest = PhotoImage(file="GUIimages/2/camera.png") 

btn = Button(root, image=imagetest, command = takePicture) 

btn.grid(column=0, row=1,) 

 

imagetest1 = PhotoImage(file="GUIimages/2/greenplus.png") 

btn1 = Button(root, image=imagetest1, command = encodeImages) 

btn1.grid(column=1, row=1) 

 

imagetest2 = PhotoImage(file="GUIimages/2/live.png") 

btn2 = Button(root, image=imagetest2, command = testLiveFeed) 

btn2.grid(column=0, row=2) 

 

imagetest3 = PhotoImage(file="GUIimages/2/picture.png") 

btn3 = Button(root,image=imagetest3, command = stillImage) 

btn3.grid(column=1, row=2) 

 

imagetest4 = PhotoImage(file="GUIimages/2/picture.png") 
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btn4 = Button(root,image=imagetest3, command = stillImage) 

btn4.grid(column=6, row=1, padx=100) 

 

mainloop() 
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Appendix J – Facial Recognition Script (Still Image Comparison Exercise) 

 

import face_recognition 

import argparse 

import pickle 

import cv2 

import MySQLdb 

 

# construct the argument parser and parse the arguments 

ap = argparse.ArgumentParser() 

ap.add_argument("-e", "--encodings", required=True, 

    help="path to serialized db of facial encodings") 

ap.add_argument("-i", "--image", required=True, 

    help="path to input image") 

ap.add_argument("-d", "--detection-method", type=str, default="cnn", 

    help="face detection model to use: either `hog` or `cnn`") 

args = vars(ap.parse_args()) 

 

# load the known faces and embeddings 

print("[INFO] loading encodings...") 

data = pickle.loads(open(args["encodings"], "rb").read()) 

 

# load the input image and convert it from BGR to RGB 

image = cv2.imread(args["image"]) 

rgb = cv2.cvtColor(image, cv2.COLOR_BGR2RGB) 

 

# detect the (x, y)-coordinates of the bounding boxes corresponding 

# to each face in the input image, then compute the facial embeddings 

# for each face 

print("[INFO] recognizing faces...") 

boxes = face_recognition.face_locations(rgb, 

    model=args["detection_method"]) 

encodings = face_recognition.face_encodings(rgb, boxes) 
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# initialize the list of names for each face detected 

names = [] 

 

# loop over the facial embeddings 

for encoding in encodings: 

    # attempt to match each face in the input image to our known 

    # encodings 

    matches = face_recognition.compare_faces(data["encodings"], 

        encoding) 

       

    name = "Unknown" 

 

    # check to see if we have found a match 

    if True in matches: 

        # find the indexes of all matched faces then initialize a 

        # dictionary to count the total number of times each face 

        # was matched 

        matchedIdxs = [i for (i, b) in enumerate(matches) if b] 

        counts = {} 

 

        # loop over the matched indexes and maintain a count for 

        # each recognized face face 

        for i in matchedIdxs: 

            name = data["names"][i] 

            counts[name] = counts.get(name, 0) + 1 

 

        # determine the recognized face with the largest number of 

        # votes (note: in the event of an unlikely tie Python will 

        # select first entry in the dictionary) 

        name = max(counts, key=counts.get) 

         

          

         

    # update the list of names 
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    names.append(name) 

    global c 

    global db 

             

    if __name__ == '__main__': 

        try: 

            db = MySQLdb.connect("localhost","root","root","studentattendancesystem") 

            c= db.cursor() 

        except: 

            print ("No Connection to Server...") 

                  

        try: 

          main() 

        except KeyboardInterrupt: 

          print ("bye bye...") 

          pass  

         

# loop over the recognized faces 

for ((top, right, bottom, left), name) in zip(boxes, names): 

    # draw the predicted face name on the image 

    cv2.rectangle(image, (left, top), (right, bottom), (0, 255, 0), 2) 

    y = top - 15 if top - 15 > 15 else top + 15 

    cv2.putText(image, name, (left, y), cv2.FONT_HERSHEY_SIMPLEX, 

        0.75, (0, 255, 0), 2) 

 

# show the output image 

cv2.imshow("Image", image) 

cv2.waitKey(0) 
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Appendix K - Facial Recognition Script (Live Video Feed Exercise) 

 

from imutils.video import VideoStream 

from imutils.video import FPS 

import face_recognition 

import argparse 

import imutils 

import pickle 

import time 

import cv2 

import MySQLdb 

 

# construct the argument parser and parse the arguments 

ap = argparse.ArgumentParser() 

ap.add_argument("-c", "--cascade", required=True, 

    help = "path to where the face cascade resides") 

ap.add_argument("-e", "--encodings", required=True, 

    help="path to serialized db of facial encodings") 

args = vars(ap.parse_args()) 

 

# load the known faces and embeddings along with OpenCV's Haar 

# cascade for face detection 

print("[INFO] loading encodings + face detector...") 

data = pickle.loads(open(args["encodings"], "rb").read()) 

detector = cv2.CascadeClassifier(args["cascade"]) 

 

# initialize the video stream and allow the camera sensor to warm up 

print("[INFO] starting video stream...") 

vs = VideoStream(src=0).start() 

# vs = VideoStream(usePiCamera=True).start() 

time.sleep(2.0) 

# start the FPS counter 

fps = FPS().start() 
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# loop over frames from the video file stream 

while True: 

    # grab the frame from the threaded video stream and resize it 

    # to 500px (to speedup processing) 

    frame = vs.read() 

    frame = imutils.resize(frame, width=400) 

     

    # convert the input frame from (1) BGR to grayscale (for face 

    # detection) and (2) from BGR to RGB (for face recognition) 

    gray = cv2.cvtColor(frame, cv2.COLOR_BGR2GRAY) 

    rgb = cv2.cvtColor(frame, cv2.COLOR_BGR2RGB) 

 

    # detect faces in the grayscale frame 

    rects = detector.detectMultiScale(gray, scaleFactor=1.1,  

        minNeighbors=5, minSize=(30, 30), 

        flags=cv2.CASCADE_SCALE_IMAGE) 

 

    # OpenCV returns bounding box coordinates in (x, y, w, h) order 

    # but we need them in (top, right, bottom, left) order, so we 

    # need to do a bit of reordering 

    boxes = [(y, x + w, y + h, x) for (x, y, w, h) in rects] 

 

    # compute the facial embeddings for each face bounding box 

    encodings = face_recognition.face_encodings(rgb, boxes) 

    names = [] 

 

    # loop over the facial embeddings 

    for encoding in encodings: 

        # attempt to match each face in the input image to our known 

        # encodings 

        matches = face_recognition.compare_faces(data["encodings"], 

            encoding) 

        name = "Unknown" 

        # check to see if we have found a match 
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        if True in matches: 

            # find the indexes of all matched faces then initialize a 

            # dictionary to count the total number of times each face 

            # was matched 

            matchedIdxs = [i for (i, b) in enumerate(matches) if b] 

            counts = {} 

 

            # loop over the matched indexes and maintain a count for 

            # each recognized face face 

            for i in matchedIdxs: 

                name = data["names"][i] 

                counts[name] = counts.get(name, 0) + 1 

 

            # determine the recognized face with the largest number 

            # of votes (note: in the event of an unlikely tie Python 

            # will select first entry in the dictionary) 

            name = max(counts, key=counts.get) 

         

        # update the list of names 

        names.append(name) 

        global c 

        global db 

 

        def insert_to_db(): 

            tme = time.strptime('my date', "%b %d %Y %H:%M") 

            sql = "UPDATE ClassA SET Present = 'Yes, Time = (%s) WHERE FirstName = 

(%s)" 

            try: 

                c.execute(sql, (time.strftime('%Y-%m-%d %H:%M:%S', tme)), [name]) 

                db.commit() 

            except (MySQLdb.Error, MySQLdb.Warning) as e: 

                print (e) 

                db.rollback() 

            #db.close() 
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        def main(): 

                insert_to_db()  

                 

        if __name__ == '__main__': 

            try: 

                db = MySQLdb.connect("localhost","root","root","studentattendancesystem") 

                c= db.cursor() 

            except: 

                print ("No Connection to Server...") 

                      

            try: 

              main() 

            except KeyboardInterrupt: 

              print ("bye bye...") 

              pass 

    # loop over the recognized faces 

    for ((top, right, bottom, left), name) in zip(boxes, names): 

        # draw the predicted face name on the image 

        cv2.rectangle(frame, (left, top), (right, bottom), 

            (0, 255, 0), 2) 

        y = top - 15 if top - 15 > 15 else top + 15 

        cv2.putText(frame, name, (left, y), cv2.FONT_HERSHEY_SIMPLEX, 

            0.75, (0, 255, 0), 2) 

 

    # display the image to our screen 

    cv2.imshow("Frame", frame) 

    key = cv2.waitKey(1) & 0xFF 

    # if the `q` key was pressed, break from the loop 

    if key == ord("q"): 

        break 

    # update the FPS counter 

    fps.update() 
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# stop the timer and display FPS information 

fps.stop() 

print("[INFO] elasped time: {:.2f}".format(fps.elapsed())) 

print("[INFO] approx. FPS: {:.2f}".format(fps.fps())) 

 

# do a bit of cleanup 

cv2.destroyAllWindows() 

vs.stop() 
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Appendix L – MySQL Database Creation Script (Exported) 

 

-- phpMyAdmin SQL Dump 

-- version 4.8.4 

-- https://www.phpmyadmin.net/ 

-- 

-- Host: 127.0.0.1:3306 

-- Generation Time: Sep 11, 2019 at 03:19 PM 

-- Server version: 5.7.24 

-- PHP Version: 7.2.14 

 

SET SQL_MODE = "NO_AUTO_VALUE_ON_ZERO"; 

SET AUTOCOMMIT = 0; 

START TRANSACTION; 

SET time_zone = "+00:00"; 

 

 

/*!40101 SET @OLD_CHARACTER_SET_CLIENT=@@CHARACTER_SET_CLIENT */; 

/*!40101 SET @OLD_CHARACTER_SET_RESULTS=@@CHARACTER_SET_RESULTS 

*/; 

/*!40101 SET @OLD_COLLATION_CONNECTION=@@COLLATION_CONNECTION 

*/; 

/*!40101 SET NAMES utf8mb4 */; 

 

-- 

-- Database: `studentattendancesystem` 

-- 

 

-- -------------------------------------------------------- 

 

-- 

-- Table structure for table `classa` 

-- 

 

DROP TABLE IF EXISTS `classa`; 
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CREATE TABLE IF NOT EXISTS `classa` ( 

  `StudentID` int(10) NOT NULL AUTO_INCREMENT, 

  `FirstName` varchar(50) DEFAULT NULL, 

  `Surname` varchar(50) DEFAULT NULL, 

  `Present` varchar(10) DEFAULT NULL, 

  PRIMARY KEY (`StudentID`) 

) ENGINE=MyISAM AUTO_INCREMENT=6 DEFAULT CHARSET=latin1; 

 

-- 

-- Dumping data for table `classa` 

-- 

 

INSERT INTO `classa` (`StudentID`, `FirstName`, `Surname`, `Present`) VALUES 

(1, 'Participant A', NULL, NULL), 

(2, 'Participant B', NULL, NULL), 

(3, 'Participant C', NULL, NULL), 

(4, 'Participant D', NULL, NULL), 

(5, 'Participant E', NULL, NULL); 

COMMIT; 

 

/*!40101 SET CHARACTER_SET_CLIENT=@OLD_CHARACTER_SET_CLIENT */; 

/*!40101 SET CHARACTER_SET_RESULTS=@OLD_CHARACTER_SET_RESULTS */; 

/*!40101 SET COLLATION_CONNECTION=@OLD_COLLATION_CONNECTION */; 
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Appendix M – GANTT Chart 

 

 

 

 

 

 


